This application note details methods for testing Bluetooth mesh network performance. With an increasing number of mesh networks available in today's wireless market, it is important for designers to understand the different use cases among these networks and their expected performances. When selecting a network or device, designers need to know the network's performance and behavior characteristics such as battery life, network throughput and latency, and the impact of network size on scalability and reliability.

This application note demonstrates how the Bluetooth mesh network differs in performance and behavior from other mesh networks. Tests were conducted using Silicon Labs' Bluetooth Mesh software stacks and the Wireless Gecko SoC platform capable of running Bluetooth Mesh and Proprietary protocols. The test environment was a commercial office building with active Wi-Fi and Zigbee networks in range. Wireless test clusters were deployed in hallways, meeting rooms, offices, and open areas. The methodology for performing the benchmarking tests is defined so that others may run the same tests. These results are intended to provide guidance on design practices and principles as well as expected field performance results.

1. Introduction and Background

Silicon Labs has provided performance testing results from embedded mesh networks as part of developer conferences and industry white papers. The basic performance data of throughput, latency, and impact of security can be used by system designers to define expected behavior. This testing has previously been presented for Zigbee and Thread networks as basic 15.4 mesh networking technologies. These were presented because performance varies even though both systems use the same underlying physical layer defined by IEEE 802.15.4. With the advent of Bluetooth mesh networks, it is common for questions to arise concerning the expected performance differences between a Bluetooth mesh and these 15.4 mesh networks. Prior to discussing the testing and performance differences, we need to review the underlying technologies of these networks as it helps to understand their performance differences.

1.1 Underlying Physical Layer and Packet Structure

Network performance is based on payload sizing since the application usage does not account for the packet overhead.

Bluetooth low energy is based on the BT 4.x specification and has a 33-byte packet with an underlying data rate of 1 Mbps. The Bluetooth mesh packet size is shown in the figure below and results in a 12 or 16-byte payload. For payloads above 12 bytes, there is a process of segmentation and reassembly.

Bluetooth mesh has a higher data rate but the packet payload is smaller; therefore, it takes more packets to send the same amount of data. Our data on performance is based on payload size as this is the design parameter of concern when building an application. The Bluetooth mesh has designed mesh profiles (application layer) to specifically minimize the packet payload and fit in a single packet where possible.

<table>
<thead>
<tr>
<th>12 or 16</th>
<th>4 or 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>NWK MIC</td>
<td></td>
</tr>
<tr>
<td>Packet Payload</td>
<td></td>
</tr>
<tr>
<td>Dest Address</td>
<td></td>
</tr>
<tr>
<td>Source Address</td>
<td></td>
</tr>
<tr>
<td>Sequence Number</td>
<td></td>
</tr>
<tr>
<td>TTL</td>
<td></td>
</tr>
<tr>
<td>Network ID</td>
<td>1</td>
</tr>
<tr>
<td>CTL</td>
<td>3</td>
</tr>
</tbody>
</table>

![Bluetooth Mesh Packet Format](image)

1.2 Network Routing Differences

Bluetooth mesh uses a managed flooding technique to relay messages instead of routing. This means that instead of building, maintaining, and using defined routes to send messages, Bluetooth mesh relays relay the messages they hear using the following two simple rules:

- 1. Every message has a unique sequence number.
- 2. Relays keep track of the recently seen sequence numbers and do not relay the messages they have already seen or relayed before.

The messages also have a time-to-live counter (TTL) and every time a message is relayed, the counter is reduced by one until it reaches a value indicating that it should no longer be relayed.

As there are no acknowledgements used at the network level, Bluetooth mesh relays can be configured to repeat the same message multiple times so that more reliability is achieved due to the air interface packet loss. Typically this value is set to 3, so each relay repeats the same message three times. Also, a configurable delay between the repetitions is used to optimize between latency and network performance. The minimum delay between repetitions, called the retransmission interval = (Relay Retransmit Interval Steps + 1) * 10ms + 0-10ms random delay, is typically 15 ms per hop.

**Note:** This performance data is for the Silicon Labs implementation of these mesh networking stacks. As is shown in the test network and infrastructure provided for this testing, no tests were performed with other stacks or systems.
2. Goals and Methods

This application note defines a set of tests performed to evaluate mesh network performance, scalability, and reliability. The test conditions and infrastructure are described, in addition to the message latency and reliability. This testing is conducted over actual wireless devices in test networks and not in simulation.

This testing is done to provide a relative comparison between the different mesh technologies to better understand and recommend their usage. Different network and system designs have different requirements for devices and networks. As such, no one network fulfills all possible network requirements. However, the three mesh networking technologies we are comparing are all aimed at low power and battery-operated mesh networks used for control and monitoring in the home and commercial buildings.

Normally, when analyzing data on network performance, we then consider what improvements can be made in the network to improve performance. Because of the limited data available publicly on mesh network performance in large networks today, it is difficult to have industry discussions on possible improvements or changes. For example, in commercial buildings there is concern over:

- Other network traffic, since there may be many subnets that interfere with each other.
- Wi-Fi interference from the normal building Wi-Fi infrastructure as these technologies are generally operating in the 2.4 GHz ISM band.
- Network throughput and latency as well as large network multicast latency and reliability, since multicasts are commonly used for lighting controls in dense office environments and users of the system expect responsiveness in lighting controls.

Note: The test results here are limited to comparisons of system performance under normal operating conditions, or under stress as noted in particular tests. This application note does not specifically address system interference or other such effects that have been addressed in other published results. However, testing is done in our Silicon Labs R&D facility where there are more than 100 Wi-Fi access points within RF range. The facility also has a 300-node Zigbee lighting network that is not part of this testing but is used for normal lighting control.

2.1 Review of Other Benchmarks

There are no specific, defined methods for evaluating and reporting large network reliability, scalability, or latency. Silicon Labs has published such papers in the past to compare network performance. This testing focused on device behavior and impact on battery life, and network throughput and latency. Large scale multicast testing also requires capturing accurate timing and reliability information from large distributed networks. All testing was conducted with Silicon Labs’ Wireless Gecko SoC platform capable of running Zigbee, Thread, Bluetooth mesh and Proprietary protocols to eliminate the device itself as a difference in the testing. Previously published results showed differences between transceivers, network co-processors, and System-on-Chip designs. These tests all use System-on-chip designs.

In the white paper written by Ericsson, “Bluetooth Mesh Networking”, July 22, 2017, Ericsson indicates that Bluetooth mesh performs satisfactorily in low traffic and sparse relay deployment conditions. However, their paper is based on simulation and not actual network testing, so it is not clear how the results would translate to the real world. For more information, refer to the results in the Ericsson white paper: https://www.ericsson.com/en/publications/white-papers/bluetooth-mesh-networking
3. Test Network and Conditions

To minimize variability, device testing can also be performed in fixed topologies where the RF paths are wired together through splitters and attenuators to ensure the topology does not change over time and testing. This method is used for 7-hop testing to ensure network topology. MAC filtering can also be used to achieve the network topology.

A typical wired test configuration is shown below:

![Wired RF devices in drawer with splitter and coax cable connectivity](image)

Figure 3.1. Wired RF devices in drawer with splitter and coax cable connectivity

Large network testing is best conducted in an open-air environment where device behavior is based on the existing and varying RF conditions. The Silicon Labs R&D facility is used for this open-air testing.
3.1 Facility and Test Network Conditions

The Silicon Labs R&D facility consists of a central core with an elevator shaft, other services with an open floor plan on the west end of the building, and offices and conference rooms on the east end. The overall facility measures approximately 120 feet by 200 feet. The image below shows the facility layout. The darker lines represent hard walls and everything else is split up with cube partitions.

![Silicon Labs facility layout](image)

Figure 3.2. Silicon Labs facility layout used for wireless testing

The testing devices are installed at various locations around the facility. These devices all have Ethernet backchannel connectivity to allow:

- Firmware updates
- Command line interface
- Scripting
- Timing analysis
- Packet capture
- Energy measurements
Four EM35x Devices using PoE

Six EFR32MG (Mighty Gecko) Devices

Multi-band support to allow testing both 2.4 GHz (PCB antenna) and proprietary sub-GHz protocols (external antenna)

USB power and Ethernet connectivity

Figure 3.3. Typical Testing Cluster

The testing clusters are spread throughout the facility in both high and low locations, open areas, and enclosed meeting rooms and offices.
Figure 3.4. Testing Clusters in the Silicon Labs R&D Facility

This test network has devices added or removed from it on a regular basis, but at the time of this testing it consisted of the following devices:

- EM35xx devices
- EFR32™ Mighty Gecko devices

This network represented devices that were used for open-air testing by the networking and software quality assurance teams. All devices are controlled from a central test server and infrastructure, which allows scripted regression testing or manual testing by engineers.
3.2 Wireless Conditions in the Facility

The Silicon Labs R&D facility has a full Zigbee lighting control system including motion and lighting sensors and switches. This is not part of the test network and is used as a normal building control system independent of any testing being run.

The Silicon Labs R&D facility is also downtown and, in addition to our existing Wi-Fi infrastructure, there are over 100 Wi-Fi access points within RF distance of the facility. The following charts were taken as a snapshot of a normal work day Wi-Fi scan. This is considered the normal Wi-Fi background traffic.

Figure 3.5. Wi-Fi Scans on a Normal Day

These Wi-Fi scans were taken at the southeast corner office, the west side, and the north side in the main conference room, respectively. These locations showed 62, 104, and 83 Wi-Fi access points within RF range.
3.3 Typical Test Network

Within the test network, a given test can be selected and used for a given set of devices. The network is established and devices joined using the Ethernet backchannel to send commands to devices. A typical network during testing is shown below. The black and grey lines show the node connectivity and strength.

Figure 3.6. A Typical Network During Testing
4. Testing and Results

4.1 Throughput and Latency

The throughput and latency is tested in a controlled network (wired configuration) to test each hop against different packet payloads.

The normal configuration is to test to 6 hops. Testing is done with one source node and a series of relay nodes to allow the number of hops to be varied.

This testing is done using the following configuration:

1. The test application has been configured to use three (3) network level repetitions
   • The network level repetition interval used was 10 ms.
2. The test application has been configured to use three (3) relay repetitions.
   • The relay repetition interval used was 10 ms.
3. Application messaging sent with acknowledgment
4. Packet payload from 8 bytes to up to 128 bytes for the latency test
5. Testing is done with security on
6. From 1 to 6 hops
7. Measuring round trip latency (source to destination to source) in milliseconds

With Bluetooth mesh at the transport layer we can only send unsegmented packets for 11 bytes or a smaller payload. Results above 11 bytes use segmented messages. The use of larger packet sizes is up to the application layer, but we provide comparison data here to indicate relative performance as fragmentation occurs.
### 4.1.1 Bluetooth Mesh Multi-hop Latency

The timings shown in the graphs below are measured round trip times. Note that unsegmented messages can only be used for small payloads, whereas the segmented messages were tested out to 128 bytes of payload. These differences result in a different format for the graphs.

**Figure 4.1. Bluetooth Unsegmented**

**Figure 4.2. Bluetooth Mesh Latency – Segmented**
4.1.2 Small Payload Comparison

Some differences exist between segmented and unsegmented messages in Bluetooth mesh. The graph below shows the difference in the small payload case where both message types can be run.

![Bluetooth Small Payload Comparison](image)

Figure 4.3. Bluetooth Small Payload Comparison

Several items are worth noting in this multi-hop latency test.

- For small payloads, there is not a large difference between unsegmented and segmented messages.
- To keep round trip latency below 200 milliseconds out to 6 hops, the payload must be maintained at 16 bytes or less.

4.2 Network Tests versus Network Size

Open-air large network testing is required to validate stack performance under less controlled conditions. These networks are configured within normal Silicon Labs office space with normal Wi-Fi interference, other network operations, and building control systems. No attempt is made to isolate these network RF conditions.

The networks to be tested for each stack include:

- Small network: 24 devices
- Medium network: 1 - 48 devices
- Medium network: 2 - 96 devices
- Large network: 1 - 144 devices
- Large network: 2 - 192 devices

**Note:** For any of these tests, the specific number of devices is acceptable within +/- 10% of these test network targets for a given set of testing.

These networks are all configured as mains powered devices unless there is specific testing for low power devices.

For each of these networks, the testing will validate reliability and latency for a set of traffic conditions. Testing is intended to be done over 100 packets, but longer runs for reliability can also be done.
4.2.1 Bluetooth Mesh Large Network Testing Results

As the Bluetooth mesh is a flooding mesh, there has been some concern over the latency and scalability as the network size increases. The graphs below illustrate the latency for each of the network sizes with several packet payloads. Note the 8-byte payload fits within one packet but all other payloads require multiple packets.

The values in the charts below represent one way latency times.

Figure 4.4. Bluetooth Mesh Latency 24 Node Network
These tests reveal a few interesting points:

- As the network size increases, the average latency increases even for the 8-byte packet. For the 8-byte packet, the latency is generally low even through the 192 node network but it does have a longer tail for some messages to be received.
- As the network size increases, the latency increases and spreads out. We increased the scale on latency as the network size increased to better display the data.
• When increasing packet payload from 8 to 16 to 32 bytes, the latency increases quite a bit and spreads out.

![Bluetooth Mesh - Latency vs. Network Size, 8-byte Payload](image)

**Figure 4.7. Bluetooth Mesh – Latency vs Network Size, 8-byte Payload**
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**Figure 4.8. Bluetooth Mesh – Latency vs Network Size, 32-byte Payload**

The graphs above show that for an 8-byte payload, there is an increase and spreading of latency as the network size increases. However, the increase is much smaller than when a 32-byte payload is used.

To better evaluate the impact of network size and the number of relays, a 240 node network was run with all relays or with 1 in 6 devices being a relay. This testing was done with an 8-byte payload to keep it within a single packet. The results are as follows:
These results show an impact similar to the Ericsson simulation noted in section 2.1 Review of Other Benchmarks. Reducing the number of relays decreases the network congestion and reduces the overall latency as well as the spreading out of the arrival time. Note that in the test with all devices as relays, 10.21% of messages are received after 200 milliseconds, whereas when relays are reduced to 1 of 6 devices, only 1.44% of messages are received after 200 milliseconds.
5. Summary

Performance testing of Bluetooth mesh shows excellent latency when the payload is contained within a single packet. Throughput results show latency can be maintained below 200 milliseconds, even out to 6 hops if the payload is less than 16 bytes.

For larger networks, as the number of nodes in the network increase or the packet payload increases, the latency also increases. The network size has a smaller effect on latency than the payload size, which can result in a large increase. Reducing the number of relays in the network provides better results for these large networks.

The reliability of these networks when running these results is greater than 99%.

To obtain low latency and high reliability in Bluetooth mesh applications:

- Application payload should fit into a single packet.
- Applications which require multicast messaging should not use segmented messages.
- When network size and number of hops increase, relay selection becomes critical for network performance.

5.1 Follow-up Testing Considerations

The testing described in this application note requires follow-up tests to further define the device behavior and network operations. The following specific items are noted for follow-up testing:

1. Failure testing can also be added by dropping nodes out of this network during these tests to evaluate recovery time and impact on reliability.
2. Testing should be performed with different device types running in System-on-Chip and Network Co-Processor (NCP) modes. Previous testing has revealed some differences between these modes of operation, so this should be further characterized.

5.2 Related Literature

This application note has provided information on Bluetooth mesh networking. For information on Zigbee and Thread mesh networking, and a comparison of all three technologies, refer to the following application notes:

- AN1138: Zigbee Mesh Network Performance
- AN1141: Thread Mesh Network Performance
- AN1142: Mesh Network Performance Comparison
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